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Abstract

In this paper we give a direct proof of the existence of invariant manifolds, e-
specially the center manifold, for nonautonomous delay differential equations
with the form &(t) = L(t)x; + f(t,x:). We assume that the linear equation
#(t) = L(t)x; admits a exponential trichotomy and the nonlinear term f is a
Lipschitz function with sufficiently small Lipschitz constant and f(¢,0) = 0.
We prove the existence by constructing a contraction mapping on a func-
tional space. In addition, by applying the fibre contraction theorem, we also
show that the invariant manifolds are differentiable when the nonlinear term
is of class C*.

Keywords: mnonautonomous delay equations, center manifold, invariant
manifold, existence, differentiability

1. Introduction

Invariant manifolds theory plays a key role in the description and un-
derstanding of the dynamics of nonlinear systems. Especially for infinite
dimensional systems it provides us with a very powerful tool. This method is
widely applied to a majority of biological and economical systems. Accord-
ing to invariant manifolds theory, the stable and unstable manifolds theory
describes the characteristics around the hyperbolic equilibrium point, and
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center manifolds theory deals with the case when an equilibrium point be-
comes non-hyperbolic. Compared with the stable and unstable manifolds
theory, center manifolds theory finds a more widely application on high di-
mensional systems or on infinite dimensional systems.

The classical center manifolds theory was initiated during 1960’s by V.A.Pliss
[13] and A.Kelley [12] for a non-hyperbolic equilibrium zy of the system

7= f(z), zeR"

and had since then found widespread applications to many fields. In 1982, a
comprehensive and complete version of the classical center manifolds theorem
was given by J.Carr [5] for a system with the form

t=Ax+ F(x,y), z€R"
y=Br+G(z,y), yeR™,

where A and B are constant matrices such that all the eigenvalues of A have
zero real parts while all the eigenvalues of B have negative real parts. By
constructing contraction mappings, J.Carr proved not only the existence of
center manifolds but also some properties of center manifolds, such as the
reduction principle and the approximation of center manifold.

J.Carr’s proof provided a basic method to study center manifolds, how-
ever, too many estimations were used in his proof. In order to avoid this
shortage, A.Vanderbauwhede [17] made some modifications of J.Carr’s re-
sults by constructing a sequence of functional spaces and extended the con-
clusions to the case which the characteristic equation has not only negative
real characteristic roots but also positive real characteristic roots. Because
of A.Vanderbauwhede’s proof, the behaviour around the non-hyperbolic e-
quilibrium point for finite dimensional systems is totally clear.

In order to apply center manifolds theory to more general systems, we
attempt to extend center manifolds theory to nonautonomous cases. We refer
the readers to B.Aulbach [1] for further references on center manifolds theory
for nonautonomous finite dimensional system with the form

&= N(t)x +nr(tzxy), zeR"
y=Vty+r(t,zy), yeR™

N(t) and V(t) are the linear parts of the system and the assumptions of N(t)
and V (t) are similar to the assumptions of J.Carr’s proof. By providing a
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exponential estimation on N(t) and V (t), B.Aulbach obtained totally same
conclusions for nonautonomous systems, including the existence of the center
manifolds and relations between original system and the system on center
manifold.

Besides generalizations to various cases of finite dimensional systems, cen-
ter manifolds theory plays a more useful role in infinite dimensional systems.
Along with the generalizations to infinite systems, center manifolds theory
has already became a basic tool when we study infinite systems. The classical
center manifolds theory had already been generalized by J.Carr to infinite
dimensional systems in [5], but he omitted the detailed proof and gave the
totally same assumptions to infinite systems. Therefore, for more general
results, Th.Gallay weakened some assumptions of J.Carr and obtained the
existence of center manifolds for the system with the form

d
T2 =Ax) + f(=(), t>0,

where z € E and FE is a Banach space, A is a linear operator on E and
the characteristic equation has negative, zero and positive real characteristic
roots. Th.Gallay’s results provided us a complete understanding of center
manifolds on Banach spaces.

Be similar to the finite case, we expect to extend the conclusions to nonau-
tonomous systems.A great deal of conclusions had already been obtained.
B.Scarpellini [14] gave a direct proof of existence of center manifold for a
special nonautonomous infinite system with the form

y=(L+B@®)y+gt.zy), yey,
z=Alt)z+ f(t,z,y), z€Z,

where Z,Y are Banach spaces such that dim(Z) < oo, dim(Y') < oo, L is a
group generator on Y and A(t), B(t)(t € R) are families of bounded linear
operators. He separated the infinite system into a finite part and a infinite
part in order to simplify the results. Among all these conclusions, C.Chione
and Y.Latushkin obtained results for the most general system in 1997.

C.Chione and Y.Latushkin [6] provided the conclusions about evolution
equation of the form

v = Alt)s + g(t, 2(0),

where x € X, X is a Banach space and A(t)(¢ € R) is a linear operator on X.
They made use of the method of evolution equations to study nonautonomous
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infinite systems and provided us basic theory and methods to study delay
equations.

As so many methods have been developed to study infinite dimension-
al systems, we can apply these conclusions and methods to some specific
infinite systems, such as delay equations. O.Diekmann [8] gave a compre-
hensive and complete proof of the center manifolds theory for autonomous
delay equations. Furthermore, for some specific delay equations, the Taylor
approximate expansion of center manifold for can be calculated by Maple [7].

For nonautonomous delay equations, L.Barreira [3] has already given a
proof of stable manifold for system

{:fc(t) = L)z + flt, 2, ), t>s

xS:gOa

(1.1)

where x;(6) belongs to a continuous functional spaces, L(t) admits a nonuni-
form exponential dichotomy and X is a parameter.

Therefore, in this paper, we will make some modifications about the sys-
tem (1.1) and will use a more direct traditional approach to prove the exis-
tence of center manifold for system

{ @(t) = Lt)ze + f(t,22), t=s, (1.2)

xs:¢a

and by applying the fibre contraction theorem, we will prove the differentia-
bility of center manifold about the initial value ¢. Furthermore, we will also
give a proof of stable and unstable manifolds on a subspace.

Our approach is straightforward. After stating in section 2 some basic
notations and assumptions, we prove the existence of center manifold for
system (1.2) in section 3. Section 4 contains the proof of the smoothness of
center manifold and section 5 talks about the existence of stable and unstable
manifolds.

2. Preliminaries

Given r > 0, let B = C([-r,0],R") be the Banach space of continuous
functions ¢ : [—r,0] — R"™ endowed with the norm

[0l = sup |p(0)].

oe[—r,0]
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It is also standard to consider the set B of all functions ¢ : [—r, 0] — R™ such
that for each s € [—r, 0] the limits

lim ¢(f#) and lim ¢(6)

0—s— 0—st

exist and glim+ ¢(0) = ¢(s). B is a Banach space when endowed with the
—S

norm in (2). X
For each (s,¢) € R x B, consider the initial value problem

(t) = L(t)xy, t>s,
Ts = (ba

where z(0) = z(t +0)(0 € [-r,0]), L(t)¢ in linear in ¢ and the map (¢, ) —
L(t)¢ is continuous. Now let T'(¢,s) : B — B be the evolution operator
associated to Eq.(2.1), defined by

(2.1)

T(t,s)p = x(-,8,0), t>s. (2.2)

In order to extend T'(t, s)to the space B, we write L(t) in the form

v = [ i 0)o0), 23

where 7(t,0) is an n X n matrix function and is measurable in (¢,0) € R x
[—r,0]. Moreover, n(t,0) is continuous from the left in # on (—r,0) and has
bounded variation in 6 on [—r, 0] for each ¢.

For each (s, ¢) € Rx B there exists a unique solution t — x;(+, s, ) C B of
system (2.1). The corresponding evolution operator 7'(t,s) : B — B defined
by

T(t,s)p = z¢(-,s,0). t>s. (2.4)

A

we note that T(t,s)|z = T'(t,s) and that T(t,s)B C B for any t > s + .
Furthermore, for (s,¢) € R x B, we also consider the nonlinear system

{j;(t) = L)z + f(t,2), t>s, 25)
Ty =9,

where f: R x B — R" satisfies

(1) f(¢,0) =0



(2)for t € R, ¢1,02 € B and ||¢1]| and ||¢o]| sufficient small, there exist
constant L > 0 such that

|f(t,¢1) = f(t,d2)| < Lo — 2. (2.6)

According to the conclusion from J.Hale, the solution of system (2.5) satisfies
the variation-of-parameter formula

n= 6+ [ )Xol tra ) 27)
where
0, —r<6<0,
Xo(6) = {Id 9’": N = (2.8)

We will consider the evolution family {7'(¢,s)}:>s that admits a splitting
into "center” and "hyperbolic” parts. To be more precisely, there exists
a bounded strongly continuous projection valued function P(t) such that
T(t,s)P(s) = P(t)T'(t,s) for all t > s. For Q(t) := 1 — P(t) define the
subspaces B.(t) := ImP(t) and By(t) := ImQ(t), and for ¢ > s define the
restricted operators

T.(t,s) :=T(t,5)|B.(s) : Be(s) = Be(t), (2.9)

Ti(t,s) :=T(t,5)|B,(s) : Bu(s) = Bi(t). (2.10)

For the center part, we assume that for all ¢ > s the operator T.(t,s) is
invertible as an operator from B, (s) to B.(t) and define T,(s,t) := [T.(t,s)] .
Assume there exists two positive constants w and M, = M.(w), such that for
all (t,s) € R,

1 T.(t, s)|| < Moe!t=!, (2.11)
For the hyperbolic part, we assume that {7},(¢,s)}:>s has an exponential
dichotomy. To be more precisely, assume that there exist bounded strongly

continuous projection valued functions Q4 (t) such that Q. (£)+Q_(t) = Q(¢),
and for all £ > s,

Ti(t, 5)Qx(s) = Q () Th(t, s).

In addition, consider the restrictions

TiE(t,8) = Th(t, 8) [mos(s) : ImQu(s) = ImQx(t), ¢ > s.



We assume that the operator T} (t,s) is invertible and that there exist two
positive constants 5 and M, = M(5), such that for all ¢t > s,

T, (¢t )| < Mpe™P¢), (2.12)

IIT, (9] < Mpe™), (2.13)

Our following discussions will base on a functional space X. Therefore for
p1 > 0 let X be the set of Lipschitz function ®(t,-) : B.(t) — B,(t) with
Lipschitz constant p; for t € R, and ®(¢,0) = 0. With the supremum norm

(5,0

= sewa#a¢ea@&7

|®|x = sup {
X is a complete space.
According to the projection P(t) and Q(t), we can write (2.7) into

ug = To(t,s)P(s)d + /t T.(t,7)P(T)Xof (T, u, + v, )dr, (2.14)

=Tu(t,s)Q(s)p + / Tn(t, 7)Q(T) Xo f (T, ur + v;)dr, (2.15)
where u; = P(t)x, vy = Q(t)x;. For & € X, we consider the graph
W={(s,0+®(s,9)) : s €R,p € B.(s)}. (2.16)

We will look for an element & € X such that for initial value sufficiently small,
the IV is an invariant manifold for (2.7), that is for each (s, p+®(s,p)) € W,
the solution of (2.7) (t,z:(-,s,¢ + P(s,p))) € W. We call the invariant
manifold W the center manifold. We prove the existence of the center
manifold by constructing a contraction mapping on the functional space
X. In order to simplify the calculation, we define F(t,z;) = Xof(t, ),
F.(t,x;) = Pt)F(t,zy), Fy(t,z;) = Q(t)F(t,x4), and rewrite (2.14) and
(2.15) into

we = To(t, s)p + /tT (4, 1) Eu(r, w, + v, )dr, (2.17)
Th t S / Th t T Fh T, UT—|—U7—)d (218)
where p = P(s)p € B.(s), v = Q(s)d € By(s).
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3. Existence of the center manifold
We now formulate our main result.

Theorem 3.1. Assume that system (2.5) admits the above assumptions,
then provided that the constant L is sufficiently small and & > 0, for p € B.(s)
and ||| < &, there exist a unique function ® € X such that W is an invari-
ant manifold for system (2.5).

Before giving a detailed proof of the theorem, we first give an introduction
about the approaches of the proof. For each & € X, let functions u; and vy
are the solutions of (2.17) and (2.18) with initial value (s, + ®(s,p)) € W.
In order to prove that W is an invariant manifold, we need to prove that
there exist & € X such that v, = ®(¢,u;). To be more precisely, 3¢ € X
such that

t
wp = Tt 5)p + / Tt 7)Eu(r, e + B (7, us))dr, (3.1)

O(t,us) = Th(t, s)P(s, @) + /t Th(t, 7)Fp(T,ur + (7, u,))dr. (3.2)

We prove this conclusion by constructing a contraction mapping on X. First-
ly, in Lemma 3.2, for V& € X, ¢ € B.(s), s € R, we prove that Ju, € B.(t)
satisfies (3.1). Then we will prove that 3® € X such that (3.2) holds. In
order to prove this conclusion, we need to rewrite (3.2) into another form,
the detailed form will be given in Lemma 3.3. Hence, we give a directly proof
of Lemma 3.2 and Lemma 3.3 first.

Lemma 3.2. Given L sufficiently small and ¥(s,p,®) € R x B.(s) x X,
there exists a unique function u : (—oo,+00) — R™ with us = ¢ such that
up € B.(t) and (3.1) holds for every t,s € R. Moreover, for ¢1,ps € B.(s),

luy = ufll < Mcllpr — ipafeEMetip el (3.3)

where u},u? are the functions satisfy (3.1) respectively for (s, @1, ®) and
(57()0%(1))'

Proof. We claim that it suffices to prove the lemma for ¢ > s. Indeed,
for t < s, then —t > —s, if we define u, = u_;, T.(t,s) =



Fl(t,z) = —F.(—t,x;), ® (t,u;) = ®(—t,u_,), then by replacing ¢ by —t and
s by —s in (3.1), we obtain

¢
u, = To(t, s)p + / T.(t, 7)F. (T, u, + @ (1,u,))dr. (3.4)

Since {T}(t,s)}:.scr satisfies (2.11), F, satisfies (2.6) and ® € X. Therefore
we can prove this case completely similar to the case t > s.
Define L : B.(t) — B.(t) by

(Lu), = To(t, s)p + / To(t, 7)Fu(r, uy + ®(7,u,))dr. (3.5)

First we will assume that ¢ belongs to [s,T], T' > s. Denoting by ||u||o the
norm of u; as an element of B.(t)(s < t < T, it follows readily from the
definition of £ that

< M.L(1+ py)

[(Lut)i—(Lu?),| ML + p1)

6w(t—s) ||u1_u2||oo <

6wTHUI_uQHOO7

(3.6)
where u},u? € B.(t). Using (3.5) (3.6) and the induction method on n it
follows easily that

M.L(1 "
( ( +p1)) ew(i&—s)Hul _U2Hoo

n, 1 n, 2 1
(L") — (L") < " m(

that is

M.L(1 " 1
( ( +p1)) ewT“ul _u2||oo

(€)= (£ < = o

™t (3.7)

For n large enough such that (MCLgZ:lp_li))?Tn_le“’T < 1 and by a well known

extension of the contraction principle, £ has a unique fixed point u; € B.(t).
This fixed point is the desired solution of (3.1).

The uniqueness of u; and the proof of (3.3) are consequences of the fol-
lowing arguments. Rewrite the Eq. (3.1) into

t
Uys = To(t+s, S)w+/ Te(t+s, T+8) Fe(T+8, Urp s +@(T 45, ur15) )dT. (3.8)
0



We also prove the conclusions only for ¢ > 0. For o1, oo € B.(s), u;,,, uf,, are
the functions satisfy (3.1) respectively for (s, @1, ®) and (s, @2, ®), it follows
from (2.11) and (3.8) that

t
ugy o — ufy |l < Mee®[lor — ol + / Me*" L1+ py)|ul,, — uZ, lldr,
0

that is

t
Mty = ) < Mol = el [ ML polldy, — i
0

An application of Gronwall’s inequality yields
Mgy — upy || < Mellpr — ol EEPIE 1> 0,

that is
gy — upysll < Meljipr — ol|elEMOHPOF Ty e R (3.9)

which yields the uniqueness of ;.

We now prove the prolongation of the solution u;. We start by showing
that for every s € R, ¢ € B.(s), the integral equation (3.1) has a unique
solution u; on an interval [s, s;] whose length is bounded below by

5 — i lell
s — 51| =6 = mln{l, KG)L0 +p1)} (3.10)

where M (s) = sup{||T.(t,s)]| : s <t < s+ 1}, K(s) = 2M(s)[|¢||. The
mapping L defined by (3.5) maps the ball of radius K (s) centered at 0 of
B.(t) into itself. This follows from the estimate

ICu®)ll < M(s)|ll + M(s)LQ + p) / sl dr,

<
< M(s)llgll + M(s) L(1 + p1) K(5)9,
< 2M(s)llell = K(s).

In this ball, £ satisfies a uniform Lipschitz condition with constant L and
thus it possesses a unique fixed point u; in the ball. This fixed point is the
desired solution on the interval [s,s;]. From what we have just proved, it
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follows that if u; is a mild solution of (3.1) on the interval [s, T, it can be
extended to the interval [T, T + §] with § > 0 defined by (3.10). Because of
this conclusion, we set the maximum interval of existence of u; as [s, tyazl,
according to (3.3), we can obtain that if ¢,,,, < oo, then t_l)itm ||| < oo.

max

Thus we can extend the existence interval to s, 00). This completes the proof
of Lemma 3.2. 0

Lemma 3.3. Given ® € X and ¢ € B.(s),||¢|| <&, denote u, the unique
function given by Lemma 3.2, the following equations are equivalent,

O(t,u) = Th(t, s)P(s, ) + /t Th(t, 7)Ep(T,ur + (7 4+ u,))dr,  (3.11)

and oo
D(s,p) = K(s,7)Fp(1,ur + ®(7,u,))dr, (3.12)
where
TF(t t >
K(t,s)=4 " ( ’_S)’ . = (3.13)
— [T (t,s)], t<s.

Proof. According to the assumption of T}, (¢, s) and (2.12) (2.13),the following
estimate holds:

K (L, s)|| < Mpe P18l (t,5) € R%. (3.14)

As ® € X is a bounded function, it follows from (2.12) and (3.11) that

QT()P(t,uy) =T, (¢, 5)Q (s)P(s, go)+/ T, (t,7)QT (7)) Fn(T, ur+9(7, u, ) )dr,

) (3.15)
and provided that L is sufficiently small such that LM .(1+p;)+w < (3, then

17 (£, $)Q™ (s)2(s, ) Mye™ 2|2 (s, o),

Mye P=9p o] — 0, (s = —00).(3.16)
Let s — —oo in (3.15),we get
¢

QT ()P(t,us) = / T (t,7)QT(T)Fh(T, ur + ®(7,u,))dr,

—00
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and let t = s, then

S

O (5)0(s, ) /_ TH(s, QT (1) Fu(r s + O, u))dr. (3.17)

o0

In a similar way, it follows from (2.13) and (3.11) that

[T,:(t,s)]_lQ_(t)Q(t,ut) = Q‘(s)@(s,gp)—i—/ T, (s, 7)Q™ (7)) Fp (7, ur+@(7, ur))dr,

(3.18)
and
1T, &) Q- (0Pt w)|| < Mue P9 @(t,uy)|
< Mue™ leHutH
< Mye PIpy [pf|el MO 0 (E — 4o0).

Therefore, let ¢ — +00 in (3.18), we get

O (5)B(s, ) = — / (5, )0 (M) Fa(rs e + ®(r, u))dr. (3.19)

In conclusion, we prove the sufficiency.
To prove the necessity, according to equation (3.17), we obtain that

TH(t,)Q  (5)B(s, ) — / Oo QF ()T (6, 7V Fo(7, s + O(7, u))dr,
_ / ; TH(t,7)Q* (1) Fa(r, ur + ©(r,0,))dr
/ T (8, 7)QH (F) F(r wr + B (7, ur))dr,

_ Bt uy) — /T (£, 7)QF (7) Fh (7, s + (7, u,))dr,

that is

QT)P(t,u) =Ty (t,5)Q T (s)D(s, gp)—{—/ T, (t, 7)QT (1) Fn(, ur+®(7, uy ) )dr.
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We can use the same way to prove that

Q- ()P(t,uy) = Th(t,s)Q_(s)(I)(s,go)—l—/ T, (t, 7)Q (1) Fp (7, ur+@(7, ur))dr.

This completes the proof of Lemma 3.3. 0J

Proof of the Theorem 3.1 We note that in Lemma 3.2 we establish
the existence of a unique function w, satisfying (3.1). Now we establish the
existence of a unique function & satisfying (3.11). According to Lemma
3.3, we will construct an appropriate integral operator F such that W is an
invariant set for (2.7) whenever ® is a fixed point of F in X.

Define

+o0
(FP)(s,p) = K(s, 7+ 8)Fp(17 4+ s, urss + ©(7 + 5, ur45))dr. (3.20)
We show that F is a contraction on X. It easily proves that F(¢.0) = 0.
According to (2.6) and (3.3), given @1, s € Bo(s), o]l < &, loall < &,

+oo
[(F@)(s, 1) = (FO)(s, 02)l| - < Mh/ e PF(T + 5,1y + (7 + 5,u7,)) =

o0

Fh(’T + S, U72_+8 + ®(7_ + S, u?——‘,—s))”)d/r

+oo
S MhL(l +p1) / e_/B|T‘”u‘1r+8 _ U3+8Hd7
—00
+oo
< MuL(1+ p1) M|[er — ¢af| / LM (1+p1)+w=BlIr| 7.

2M, L(1 + p1) M,

(3.21)

Provided that L is sufficiently small, we get

(F®)(s, 1) = (FP)(s, 02) || < prllpr = epall- (3.22)

This proves that F maps X into X.
Next we prove that F is a contraction. Given ®1, P, € X, let uy, ,, u?,
are the functions given by Lemma 3.2 respectively for (s, ¢, ®1) and (s, ¢, s).

Using similar arguments to those in Lemma 3.2, we only discuss the case for
t>0.
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We note that

[P (7 + 5,ury) = o7+ s,u )| = @7+ 5,u7,,) — $o(T + 5,07 )
+(I)1(T + s, u72'+s) - @2(7’ + S, u72'+s)||
< pillurg, =@+ llud @0 = o,

we obtain

t t
b = el £ [ ML p) s, — T [ MG - Sl
0 0

. t
< HAB =B ittt (AL )t - a2, D,
1+p 0
then
M, ) )
e—thungS—U?JrS” < ||(p|1||—|—1p 2|X LMC 1+P1)t / M L 1+p1>||ur+s T+s||e “Tdr.

An application of Gronwall’s inequality, we get

M.
Uy, — ) < Ty — gy g
that is
M,
Hu%ﬂ ut+s|| -1 —i|§1” |1~ (I)2’X€[2MCL(1+p1)+w]t-
For t € R, we obtain that
M,
HU%H ut+sH <7 —i|;:j1|| ‘(I)l . (I)2|X€[2MCL(1+p1)+w”t|- (323)

According to the definition of F and (3.3), (3.14), (3.23), we obtain that

“+oo
[(Fo1)(5,90) — (FR)(s,0)| < ML / ety — w2,

[e.o]

HICuT + 5, ury,) — o7 + 5,07, )lldr

—+o00
< L [ b, i
H@u (T + s,ury) = PoT + 5,07 ) |[Jdr
i M.|||
< MhL/ _B‘T|[< )T|(I>1 _ ¢2|X6[2MCL(1+p1)+wHT\
HMe[|ipl| @1 — @o| el PTG,
< Hlg|l|®1 — ®ofx, (3.24)
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B—2LM.(14p1)— LMc(14+p1)—w
small such that

where H = ( 2LM M, st 2LM. My, ), provided that L is sufficiently

[(FP1)(s,0) = (FP2)(s,0)[x <[P — Pox. (3.25)

Therefore, F is a contraction on X, the fixed point ® € X is the desired
solution and this completes the proof of the theorem. O

We will illustrate Theorem 3.1 with an example.
Example Consider the delay equation

o' = zsint + (2sint)y(t — 1)
y = (=9 —sint)y + (cost)z(t — 1), (3.26)
2 = (9 +sint)z — (sint)z(t — 1)°.

For each ¢ = (¢1, ¢z, ¢3) € B, let f(t,¢) = ((2sint)da(—1)%, (cost)ps(—1)%, (—sint)di(—1)?).
Eq.(3.26) is obtained from perturbing by f a linear equation with evolution
operator

Ult,s) 0 0
T(t,s) = 0 V*(t,s) 0 ,
0 0 V=(t,s)

where

U(t, 8) — ecoss—cost’
and

V+(t, 8) — 679(t75)+cossfcost'

and

V- (t, S) — eQ(t—s)—&—cost—coss'

Now let P(t)(x,y,Z) =z, Q""(t) =1, Q_(t> =z It is easy to Verify that for
any w >0
IT(t, 8)P(s)[| = |U (L, s)]| < €* < Meet=2),

where M, = €2, and
IT(t,5)QF ()|l = [V (t, )| < e*e %)

and
IT(t, 5)Q™ ()l = [V (£, 9)] 7| < e?e™72),
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This shows that the linear equation admits the assumptions of Theorem 3.1.
Moreover, f(t,0) = 0, and for any ||¢|| and ||¢|| sufficiently small, there exists
L > 0 sufficiently small satisfies

[f(t,0) = f(t,¥) < Lll¢ — 2|
Therefore, it follows from Theorem 3.1 that Eq. (3.26) has a center manifold.

4. Smoothness of the center manifold

After proving the existence of center manifold, it is naturally to consider
the differentiability of center manifold about the initial value ¢. In classi-
cal center manifold theory, J.Carr has already claimed in [5] that when the
nonlinear term f is of class C*, then center manifold has the same property.
For the nonautonous case in finite space, B.Aulbach also claimed in [1] that
the smoothness of center manifold depends to the smoothness of nonlinear
term. For autonomous delay equations, Diekmann proved that center mani-
fold is of class C* when the nonlinear form is of class C*. More generally, for
infinite dimensional nonautonomous differential equations, C.Chicone and
Y.Latushkin gave a directly proof of the smoothness of center manifold in
[6].

Hence, in this section, we will discuss the smoothness of center manifold
for nonautonomous delay equation. Except for the assumptions in Theorem
3.1, we will also assume that the nonlinear term f is of class C*, and for
[ € CER x B,R"), F = Xof, let |F|, = sBup |DF(s, )]

peB,seR

Theorem 4.1. Suppose that assumptions in Theorem 3.1 hold, then if f €
CFR x B,R") and |F|, sufficiently small, center manifold W of (2.7) is of
class C*, more precisely, the mapping ®(s,-) given by 3.1 belongs under the
foregoing conditions to the space Cf(B.(s), Br(s)).

In order to make the proof more clearly, we give some notations first. Ac-
cording to (3.1), (3.2), then

t o0
w P (¢, uy) = To(t, 8)<p+/ Te(t, T)Fo(T, ur+P(T, uT))dT—i—/ K(t,7)Fp (1, u+®(7,u,))dr.

Define n(t,u;) = uy + ®(t,uy), n(t, ) : B.(t) — B(t), then we get

n(t,u) = Tc(t,s)go—i—/ To(t, T)Fo(T,n(r, uT)dT+/OO K(t,7)Fp(r,n(T,u,)dr,
(4.1)
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as we have already given the function ®, the solution n(t, u;) is a function of
the initial value ¢, in order to make the proof more clearly, we also need the
function m(t,-) : B.(t) — B(t), let m(t,T.(t,s)p) = n(t,u;), then

m(t. Tt s)g) = Tolt.s)p+ / T.(t,7) Fu(r, m(r, Tu(r, 8)0)dr

—i—/oo K(t,7)Fp(r,n(1,T.(, s)p)dr,
(4.2)

It is easy to know that ®(s, ) = Q(s)m(s, ) and the operator T.(t, s) is
a linear operator, it is sufficient to show that the mapping ®(s, -) and m(s, -)
has the same differentiability. In order to simplify the calculation, we give
the notation my(-) = m(¢,-). In order to prove the theorem, we will need the
fibre contraction lemma cited and proved by A.Vanderbauwhede in [16].

Lemma 4.2. Let X and Y be complete metric spaces and F' : X XY —
X XY a mapping of the form

F(a,y) = (Fi(x), Fa(z,y)), V(r,y) € X xY,

with the following properties:

(i) Fy : X — X has an attractive fized point xo € X;

(i) Fy: X XY — Y is a uniform contraction;

(#1i) the mapping F5(-,y0) : X — Y is continuous, where yo € Y is the fized
point of Fy(xg,-) : Y =Y.

Then (xo,y0) is an attractive fized point for F.

A repeated application of Lemma 4.2 gives the following lemma.

Lemma 4.3. Let k > 1, and let Xy, X1, ..., X be complete metric spaces.
Let F': Xgx X1 X+ X X = Xgx Xy x---x X be a mapping of the form

F(SL’O,$1, ,l’k) = (Fo(IQ),Fl(I'o..Tl), cevey Fk(Io,Il, ...7I'k)),

such that each F; : Xo x X7 x -+ x X; = X;(0 < i < k) is a uniform
contraction. Then F' has a unique fized point Tg, T1, ..., Tr € XoxX X1 X+ X X}.
If moreover each of the mappings F;(-,Z;) : Xo X X1 X -+ x X;_1 — X;(0 <
i < k) is continuous, then this fized point is attractive.
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Before we study the function m(t,-), we talk about some properties of the
solution on center manifold firstly. According to (3.3) and (3.21), we obtain
that

|y + ®(t,uy)|| < Cet=l (4.3)

where ) = [LM(1+p1) +w], C = max (M| o||, 52571255 [ o]). There-

fore, we introduce the space B"(t) := {¢ € B(®)|||[¢|l, := sup e”"=sl||¢|| <
t,seR
o0}, As

ITe(t, s)¢ll < Mee"™ o],
we can claim that m(¢,-) : BI(t) — B"(t), and for any ¢ € B!(t), we get

m(t,p) = ¢+ U o F(m(t, ¢)), (4.4)
where F : B"(t) — B"(t) and for ¢ € B"(t) satisfies
F(t,¢) = F(t,¢) (4.5)
and U : B"(t) — B"(t) with
Ut ) = / T PEedr+ [ KEOQEdn, (46)

furthermore, the operator U satisfies that

t +o0o
U ) < M. / eI=rlem gy dr + [ Mye ety dr,

—0o0

t +o00
< |[¢ll, sup / Mce(“’_")t_ﬂdr#—/ Me=B+mlit=rlgry,
t,seR Jg oo
+o00 , ) 0 ) ,
< umax [ Mt [ a0
O —0o0

+o0 ,
M, / =B+l 147,

1
ﬁ+77>’

1
= ll— +

To be more precisely, there exists constant y(n) such that |[U],, < ~v(n).
Because of this conclusion, we obtain that

lmu(2) = @l = [t o F(mu(2)) || < [led]]n| o < 00,
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This motivates us to introduce the space

Mo :={m(-) € C(BI(t), B"(t)) :  sup [[mi(@) — @l| < o0,t € R} (4.8)

PEBL(t),teR

My is a complete metric space when we use the metric

do(me, my) = sup ||mi(@) — mu(P)|, (4.9)
peBI(t)

We also define a mapping Fy : My — My by
Fo(me) (@) = ¢ +U o F(mu(p)), V¢ € BI(), Vmy € M. (4.10)

For my 1, m o € My, taking L sufficient small and using the same way of the
proof of (3.24), we can obtain that Fj is a contraction mapping on M,. For
1 <35 <k we define

M; = {m{ = DYm, : BI(t) — L*(B),|mY|; ==  sup  ||m ()| < oo, t € R}
PEBL(t),teR
(4.11)
F12M0XM1—)M1by
Fi(my,m{P) (@) = 1d + U o FO(my(2))mi (), (4.12)
and Fj @ My x My x ... x M; — M; by
Fi(my,m", ... mIN (@) (1, ..., 3;)
=U o FO(my(@))m;” (9)
+Z Z ZuO‘F(i)<mt(¢))(m:1(¢)<¢llv"'7§5lr1>7"'7
=2 ri+..+r;=j {l}
m:i<¢)<¢lr1+m+ri_1+l7 '-'795lj>>' (413>

Finally we define F': My x My X -+ - X My — My x My X - -+ X M, by

Fme,m", .m®) = (Fo(my), Fr(me, miM), .. Fu(my,m, .. m)).
(4.14)
We now check that the conditions of Lemma 4.3 are satisfied. We have
already shown that Fj is a contraction on M. It follows from that (4.12)
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and (4.13) that also Fj(1 < j < k) is a uniform contraction on M; with
contraction constant
]l E'l < 1.

The fixed point of Fj is the mapping m;. We now have all the ingredients to
prove the theorem.
Proof of the theorem Choose m; o € My, m: € C*(for example meo =

Id will do), then Fy(myo) € C*, for mgg € M; and define a sequence

{(mip,mt), ...;m)n € N* U0} € My x My x --- x My, (4.15)
by

(M1, My gy ooos M 1) = F(M,my s, comy,), n>0. (4.16)

Then each my, € C*. For F is a contraction, and the fixed point is

(my, mgl), e mgk)), this implies that

lim sup ||me(@) — mun(@)]] =0 (4.17)

"0 peBl(t)
and ' '
lim sup [[mi?(@) —mZ(p)]| =0, 1<j<k (4.18)

"0 BeB(t)

This proves that m; is of class C*. This completes the proof of the theorem.[]

5. Existence of stable manifolds

When restricting the evolution operator T'(¢, s) on By, we can claim that
the T'(t,s) admits a exponential dichotomy, therefore we can get the stable
manifold when we consider the system on the Bj,. According to the definition
of P(t),Q(t), rewrite the (2.7) as

¢

w = Tt $)p+ / To(t, 7)oy s + v + 00)dr, (5.1)
¢

of = TSt s)vt —|—/ TF (¢, 7)Ff (1, ur + vf +v7)dr, (5.2)
¢

v, = T, (t,s)y~ +/ T, (t, 7)F, (1,u, + vl + v )dr, (5.3)
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where p € B.(s),v" € B (s),v~ € B; (s). Be similar to the center manifold,
for p; > 0 let Y be the set of Lipschitz function W(¢,-) : B, (t) — B, (t) with
Lipschitz constant py for ¢ € R, and when u; = 0, ¥U(¢,0) = 0. With the
supremum norm

19 (s, 0]
Uly = sup{ i ¥
Wy = w0

Y is a complete space. Then we define the manifold

s ER U #0,97 € By(s)}

S={(s,¢" +U(s,97)),s e R,¥" € B (s)} (5.4)

as the stable manifold.

Theorem 5.1. Assume that T'(t,s) and f satisfy the conditions (2.12),(2.13)and
(2.6), then provided that the constant L is sufficiently small and p > 0, for
vt € Bi(s), [T < p, there exists a unique function ¥ € Y such that

S ={(s," + V(s,0")),v" € B} is a invariant manifold.

Proof. The idea of the proof of the theorem is totally similar to the process
of the center manifold. In order to prove S is an invariant manifold, for every
v € B (s), [|¥T]| <, we expect to prove that there exist U € Y satisfies

t
o = TH(t s)o* + / TH, PV EF (ryun + 0F + U(r o ))dr,  (5.5)

U(t,vf) = Tp (¢, s)\IJ(s,w+)—|—/tTh_(t,T)F,L_(T,uT—i-vj%—‘If(T,vi))dT. (5.6)

The first step is to prove that for Vs € R, ¥ € Y, Jv;" € B/ (¢) satisfied (5.5)
and the estimation

[y = vifall < Mallgi — o ||t EHp =R, (5.7)
holds, where 7", ¢5 € B (s) and v}, v/, are functions satisfy (5.5) respec-
tively for (s,v{, ¥) and (s, ¢4, V).

vl

Be similar to Lemma 3.2, for v;" € By (t), we define [[v].. = - sup{ Zgf, t >
s}. Define

(Lo (t) =T, (¢, s)™ + /t Tt T)F (ryur + o + O(r,0f))dr. (5.8)
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Firstly, we assume ¢ € [s,T],T > 0. For v}, v, € B/ (t), it follows readily
from the definition of £ and (2.12) that

(MpL(1+ p2))"
n!

1€ = LM || < [y = w3 [l (t = 5)",

that is
L(1 +po)T)"
n!

M,
1ot — o] < B ot — ot (5.9)

For n large enough (M’ZLQHM < 1 and by a well known extension of the
contraction principle £ has a unique fixed point v;" € B} (¢). This fixed point
is the desired solution of (5.5).

The uniqueness of v;” and the proof of (5.7) are consequences of the

following arguments. Rewrite Eq. (5.5) into

t
vf s = ThF (t+s, s)z/ﬁ—l—/() T,f (t+s, 74+8) Ef (748, urgs+ol AU (T+s, 05, ))dT.

(5.10)
For o7, 15 € B, (s), it easily follows from (2.12) and an application of Gron-
wall’s inequality that

o an = vfiaall < Myllwi — o [|elmbtr2 Ak, (5.11)

which yields (5.7) and the uniqueness of v;'.
We now prove the prolongation of the solution. We start by showing that
for every s € R,yp™ € B, (s), the integral equation (5.5) has a unique solution

v, on an interval [s, s;] whose length is bounded below by

[ )
K(s)L(1+ps) + N(s)L™’

where M(s) = sup{||T}/(¢,s)] : s < ¢t < s+ 1}, N(s) = sup{|wl,t €
[s,s + 1]}, K(s) = 2M(s)||¢p"||. The mapping £ defined by (5.8) maps the
ball of radius K (s) centered at 0 of B, (¢) into itself. This follows from the
estimate

|s — s1| = § = min{1, (5.12)

ILu()l < M(s)[lv" ] + M(S)L/ (Jurll + (1 + p2) o7 [)dr,
)

<
< M(s)||[ || + M(s)L(1 + pa) K (s)d + M(s)LN(s)d,
< oM (s)0] = K(s).
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In this ball, £ satisfies a uniform Lipschitz condition with constant L and
thus it possesses a unique fixed point v* in the ball. This fixed point is the
desired solution on the interval [s,s;]. From what we have just proved, it
follows that if v;" is a mild solution of (5.5) on the interval [s,T], it can be
extended to the interval [T, T + 0] with § > 0 defined by (5.12). Because of
this conclusion, we set the maximum interval of existence of v;" as [s, tiaz),
according to (5.7), we can obtain that if ¢,,,, < 0o, then 1t_l}ltm oy || < oo.

max

Thus we can extend the existence interval to [s, 00).
The second step is to prove that (5.6) is equivalent to

U(s, )= — /OO[Th_(T, S (Tyur +uf + (0 dr (5.13)

This conclusion can be easily obtained from Lemma 3.3, therefore we omit
the details.

The last step is to prove that there exists U € Y such that (5.6) holds,
that is 3V € Y satisfies (5.13). Define operator F on Y by

FU(s,pT) = — /OO[T}L_(T,S)]_IF}L_(T, ur + v + U(r,vl))dr. (5.14)

For ¢, 97 € B/ (s), according to (5.7), then

+oo
IFW(s,00) = FU(s,95)| < Mye™"TIL(L + po) My [0 — 0 [l [|dr
+oo

< Mye PO L(1 + po) My || — o ||elMrltp2)=BlT=5) g

L(1 + po) M}
— 20— MpL(1+ ps)

Il =3l (5.15)

this proves that F maps Y into Y.
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For different W1, ¥, € Y, ¥ € B} (s), according to (5.10)

t
”U;:—s,l - Ul;:-s,QH S / Mhe_ﬁ(t_T)L(Hvt—i—_l-s,l - Ut—:-s,QH + ||\111(T + s, v:_—l-s,l) - \PQ(T + s, U:—-&-S,Q)”)dT?
0

t
< /O Mue ™ DLl o = vfiaall + 10T + 5,08 1) = W (7 + 5,07, )

+[ W1 (7 + s, U;L+s,2) — Uy(1 + 5, U:-r+s,2)||)d7'a

t
< / Mye DL+ po) v o1 — 0o lldr
0
t
+/ Mye P L0, — \112|Y||vj+572||d7',
0

t
< / Mye DL+ py)|visy — violldr
0

M| ]| _
TRV Uy, — W, |y e MrL(14p2) ﬁ]t7 5.16
1+ py 4 2|y ( ]
where v/, , 1, v}, , » are the solutions of (5.5) respectively to (s, ¥, ¥y), (5,97, Uy),
then applies Gronwall’s inequality to (5.16), we get
— +
7 ’ L+po
Using (5.15) and (5.16)
+oo
[FWi(s, ") = Fls(s, )] < Mye™TIL((1 + po)llvfy = viall + ool 01 — Woly)dr,
+o00 M +
< MhL(/ 6*5(7*5)(1 +p2)M’\p1 _ @2’},6[2/176](?8)617-
s 1+ po
400
s [ SN A — )
= D|¥, — Toly[ly, (5.18)

where p = M, L(1 + py), D = M?L. Taking

1 + 1
28—-2ML(1+4p2) = 28—MpL(14p2)
L sufficient small, we get

[FU; — FWsly < |W; — Waly, (5.19)
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this implies that F is a contraction mapping on Y. An application of fixed
point theorem we can prove the theorem. 0]

We complete the proof of existence of stable manifold. With the totally
same way, we can get the unstable manifold. We only give the main result
and omit the process of the proof. For p3 > 0, let Z be the set of Lipschitz
functions ¥’ : B;, (t) — B (t) with Lipschitz constant p3 for ¢ € R and when
uy = 0, then W'(¢,0) = 0. We define the manifold

U={(s,V(s,07)+¢7), s eRy~ € B},
as the unstable manifold.

Theorem 5.2. Assume that T'(t,s) and f satisfy the condition (2.12),(2.13)and
(2.6), then provided that the constant L is sufficiently small and & > 0, for
Y™ € By (s),[v7|| < e, there ewists a unique function V' € Z such that
U={(s,V'(s,07)+v7),s € R,Y~ € B, } is a invariant manifold.

Meanwhile, we can also claim the smoothness of stable and unstable man-
ifold, which are completely same with center manifold, that is when the non-
linear term f is of class C*, then the stable and unstable manifold are also
of class C*.
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