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Abstract

In this paper we are concerned with a predator-prey model with modified
Leslie-Gower and Holling-type schemes. We establish global stability by
Dulac’s criterion/ Liapunov function, and the existence of limit cycles by
Poincaré-Bendixson Theorem, and improve the known results.
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1. Introduction

Predator-prey interaction is one of basic interspecies relations for ecolog-
ical and social models, and it is also the base block of more complicated food
chain, food web and biochemical network structure. Predator-prey models
have a long history. One of the first examples of a biological system mod-
elling the interaction between prey and predators was formulated by Lotka
in 1925 [13] and Volterra in 1927 [18]:

U _ or iy,

(1.1)
d
d_?i = —0y + yzy.
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In this system x(¢) and y(t) denote prey and predator densities respective-
ly. Furthermore, all constants are assumed to be positive. Obviously, the
attention is restricted to x > 0,y > 0.

A first generalization of system (1.1) was suggested by Gause in 1934 [10]:

4t _ oz — p(a)y,

d
G = =0y +p(x)y.

(1.2)

Here a > 0 is the growth rate of the prey in absence of the predator; 6 > 0
is the death rate of the predator in absence of the prey; v > 0 is the rate of
conversion of consumed prey to predator. Finally, p(z) is the capture rate of
prey per predator or functional response of a predator.

For most examples that appear in the literature (see the bibliography in
8]) it is assumed that p(0) = 0 and p'(z) > 0 for all = > 0.

The generalized Gause model for the interaction of the two species is (see
[3])

4L — 2g(x) — p(x)y.

(1.3)

d
d—% = —dy + h(x)y.

System (1.3) incorporates density-dependent prey growth in absence of the
predator. This is introduced in the model because it is quite unrealistic to
assume that the prey will grow to infinity in absence of predators, as will
happen for (1.1) and (1.2). The growth rate g(z) satisfies g(0) > 0,¢'(z) <0
for all z > 0 and there exists a K > 0 such that g(K) = 0. K is called the
carrying capacity of the prey. A growth rate of this type is thought to model
the situation where the food supply for the prey is limited. For high densities
of prey they will compete for the resources.
When h = 7p, system (1.3) is the so-called prey-dependent model:

(1.4)

Moreover, if we choose g(z) = 1— - and p(z) = &L h = 7p, then system




(1.3) is a model first mentioned by Rosenzweig and McArthur in 1963 [15]:
dx _ x cx
%—1'(1—7) —atz¥

) (1.5)
Yy _
a = gy

If p in system (1.3) does not only depend on the prey x, but also on the
predator y, and h = p, then system (1.3) in this case is called a predator-
dependent model [1]. In other words, a predator-dependent model takes the
form of

@t — zg(x) - pla, y)y,

(1.6)
% = =0y +p(z,y)y.
When p(z,y) = p(x/y), model (1.6) is called (strictly) ratio-dependent [2].
When p(z,y) = mx/(a+by+cx), model (1.6) is called Beddington-DeAngelis
type. This type of functional response was introduced by Beddington [4] and
DeAngelis et al. [6].
A slightly different model was suggested by Tanner [17]:

der _ T cx
%—1’@—7) “atz¥

% = sy(l — h%)

(1.7)

In the literature model (1.7) is referred to as the Holling-Tanner model. In
(1.7) the predator grows logistically with intrinsic growth rate s and carrying
capacity proportional to the size of the prey. The parameter h is the number
of prey required to support one predator at equilibrium. Clearly this model
incorporates intraspecific competition among the predators. There are some
analysis results about this model, for example, see [5], [7], [9], [11], [12], [16]
, [19] and the references therein.

In 2003, Aziz-Alaoui et al. [3] proposed the following predator-prey model
with modified Leslie-Gower term:

dr _ (. _ay
dt_<a1 bz x+k1)x’

1.8
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with z(0) > 0 and y(0) > 0, where x and y represent the population den-
sities of prey and predator at time t; aq, as, by, cq,co, k1 and ky are positive
parameters. These parameters are defined as follows: a4 is the growth rate of
prey x, by measures the strength of competition among individuals of species
x, c1 is the maximum value which per capita reduction rate of x can attain,
ki (respectively, ko) measures the extent to which environment provides pro-
tection to prey z(respectively, to predator y), as describes the growth rate
of y, and ¢y is the maximum value which per capita reduction rate of y can
attain. In [3] , they analyzed this model and obtained some primary result-
s about boundedness of solutions, existence of an attracting set and global
stability of the coexisting interior equilibrium (see also [14]). The aim of this
paper is to give some better results about this model than that of [3] and
[14].

Rest of this paper is organized as follows. In Section 2 we establish the
dissipative result and local stability of the equilibria. Global stabilities are
given in Section 3.

2. Basic results

For simplicity, we first nondimensionalizes system (1.8) with the following
scaling
t—ait, *— bx/a, y— bcy/al, (2.1)

then system (1.8) takes the form

Ccli_f = ;U(l - LU) - am—.}%/x = f1<37,y),
2.2)
d (
Y —y(o- L) = fole,y).
here
W klbl kgbl as Co
LU N SR (2.3)
aq ay aq C1

are positive constants.

When b = 0 (that is, k2 = 0), system (2.2) is the so-called Holling-Tanner
model. Now we state the phase space for system (2.2) which is meaningful
in biology. Define

Q:{(x,y)ER2:0<:U<1,0<y<(b+1)66’1}. (2.4)



Theorem 2.1. ) is positively invariant for the semiflow generated by sys-
tem (2.2). Also all solutions of system (2.2) with the initial values x(0) >
0,y(0) > 0 will enter Q@ eventually.

This is a dissipative result and one can prove it by the standard method,
and we omit the details. Back to the original model (1.8), the phase space (2
can be rewritten as

+ biko)
Q= R2:0<x< 2 0< <aQ(al—. 2.5
{@ye <0<y < O L (25)
In [3], the phase space is given by
Az{(m,y)€R2:0<x<%,0<$+y<l}1}, (2.6)
1
where
L1 = —[a102(4+a1) + (1—|—a2)2(a1 +b1]{72)] (27)
4b162
We note that
Ll = z—ll —+ 4b]1-62 [G%CQ + (1 -+ a2)2(a1 + blkg):|
a 1
> b—i + m [4&2(661 + blkg):| (28)
_ o ag(ay + biky)
- b1 blcz )

Therefore 2 C A and Theorem 2.1 here is better than Theorem 4 in [3].

In order to analyze the stability of all equilibria of system (2.2), we first
compute the isocline of system (2.2). The prey isoclines are x = 0 and
y = gi1(z) := (a+ z)(1 — z). At the same time, the predator isocline are
y=0and y = go(x) := f719(b + z) (see Fig. 1 and Fig. 2 in Section
3). Therefore the boundary equilibria are Ey(0,0), Ey(1,0), FEy(0,3716b),
respectively.

The variational matrix of system (2.2) takes the form

_ _ ay T
1 2%’ (CL‘I‘I')Q a-+x
Yy \2 28y
ﬁ(a—i—x) 5_b+x

J:




At Ey, J(Ep) has the form

10
J = ;
0 90

hence Ej is an unstable node.
At Ey, J(F1) has the form

1
J:(—l _a——|—1>
0o s

thus F; is a saddle point with the positive x-axis as its stable manifold.
At By, J(E») has the form

aff — &b 0

J = 5 s

p

When af — 6b < 0, E5 is a stable node. Since the intersection point of
the prey isocline with the positive y-axis is (0, a), meanwhile the intersection
point of the predator isocline with the positive y-axis is (0, 37b), thus in
this case system (2.2) has no any internal equilibria, also has no any limit
cycles, and hence all solutions with positive initial values will approach to
the equilibrium F,, which is globally asymptotically stable.

When aff — 0b > 0, Es is an unstable saddle. In this case system (2.2)
has a unique internal equilibrium.

When af — 6b = 0, F5 is a saddle-node. In this case the transcritical
bifurcation occurs and all solutions with positive initial values will approach
to the equilibrium FEs, which is globally asymptotically stable.

Therefore we arrive at the following result.

Theorem 2.2. System (2.2) has three boundary equilibria Ey(0,0), E1(1,0),
E5(0, 371b). Ey is an unstable node, and Ey is a saddle point. When a3 —
0b <0, Es is globally asymptotically stable; when af —6b > 0, Ey is unstable,
and system (2.2) has a unique internal equilibrium.

We first remark that the classification condition a8 — b = 0 is equivalent

to that aé—iﬁ - a%—? = 0 in the original model (1.8). From now on we always
assume that

af —ob >0 (2.9)

6



holds, that is,
arky asks

C1 Co

>0 (2.10)

holds in (1.8). In this case system (2.2) has a unique internal equilibrium
E*(z*,y*), which satisfies

v =1 —a2"(a+2%) =810+,

that is,

and

= %1—a—5_1+\/(1—a—5*1)2+4(a—5*1(517),
vt = (1—z%(a+z*)=p715(b+ x*).

(2.11)

In order to investigate the stability of E*, we rewrite system (2.2) as

i=a$x@ﬂ@—y}

(2.12)
i = 12 [gr(w) — 9]

oy

The variational matrix of system (2.12) is
Ju Jie
J = :
Jor Jao

M= i) - o)+ )

where

J12: “aFx
Tn = o) —u] + ),

Ja = phg|e) —u] -5
Thus, at E*, J(E*) has the form

Y NN
J(E*): a+x*g1<x ) a—l—a:*
3142 -5

7



Note that

* * 2
Det(E7) = —-00 gi()+ L%

a‘:?;* [% - gi(x*)]
= 0 [gh(e) — gi(an)] > 0,

since at E* the slope of the predator isocline is larger than that of the prey
isocline. Hence, E* is locally asymptotically stable if and only if

*

(B =~ (0 - ——gi(a") <0
which is equivalent to
2(z*)? + (a4 6 — 1)z* +ad > 0. (2.13)
Define
P(z) = 22>+ (a+ 6 — 1)z + af, (2.14)

then E* is locally asymptotically stable if and only if P(z*) > 0. Thus we
arrive at the following theorem.

Theorem 2.3. The equilibrium E* of system (2.2) is locally asymptotically
stable if P(x*) > 0; E* is unstable if P(z*) < 0.

We also remark that back to the original model (1.8), the locally asymp-
totically stability condition is

P(2*) = 2by2™* + (ag + biky — a1)a™ + agk; > 0. (2.15)
In [3], E* is locally asymptotically stable provided that
ar < ag, ki > k. (2.16)
Also in [14], E* is locally asymptotically stable provided that
a; < bik;. (2.17)

We note that the conditions (2.16) and (2.17) guarantee that as +b1ky —aq >
0, which implies that (2.15) holds.



3. Global stability

Now we are going to investigate the global stability of the equilibrium E*.
For this purpose we consider the locally asymptotically stability condition

P(z*) =2(z*)*+ (a+6 — 1)z* + ad > 0. (3.1)

We divide this condition into two cases. One case is that P(x) > 0 for all
x > 0, which implies that

a+d>1, (3.2)
or
a+6<1 and (a+6—1)*—8ad <0. (3.3)
The other case is that
a+8<1 and (a+6—1)*—8ad > 0. (3.4)

In this case,
P(z) =2(z — aq)(z — a3),

where 0 < a; < ag < 1 are defined by

o = %L[l—a—é—\/(l—a—5)2—8a(5},

ay = %l[l—a—é+\/(1—a—5)2—8a5].
Thus the equilibrium E* is locally asymptotically stable if

0<z" <ay, (3.5)

or
ay <zt < 1; (3.6)

the equilibrium E* is unstable if
o < ¥ < as. (3.7)

Firstly we remark that if z* tends to 0 from the right, then the equi-
librium E* collides with the boundary equilibrium FEs, and the transcritical
bifurcation occurs as mentioned before; if * tends to 1 from the left, then
the equilibrium E* collides with the boundary equilibrium FEy, and also the
transcritical bifurcation appears.



Secondly, when 2* = ay or as, the linearized matrix of system (2.2) at
the internal equilibrium E£* has a pair of purely imaginary eigenvalues and
the stability of the equilibrium E* depends on the high order terms.

Now we are in a position to state and prove the main results in this
section.

Theorem 3.1. If (3.2) or (3.8) hold, then the equilibrium E* is globally
asymptotically stable (see F'ig.1).

Proof. From Theorem 2.1, all solutions of system (2.2) with positive initial
values are positive and bounded. The assumptions implies that the equilib-
rium E* is locally asymptotically stable; by Poincaré-Bendixson theorem it
suffices to show the global stability of the equilibrium E*, provided we are
able to eliminate the existence of any limit cycles. We prove this by Dulac’s
criterion. For this purpose, we construct

H(x,y)=<

x
a+x

~1
) Y2 x>0, y>0.

Then from (2.2) and the hypothesis, an easy computation yields

8(Hfl) 3(Hf2) H(xvy)
o + By s P(z) <0, x>0, y>0

Hence there are no nontrivial periodic solutions, and we complete the proof.
O

Theorem 6 in [3] states that E* is globally asymptotically stable if

&1]{51
L .
1 < 2%, s (3 8)
k1 < 2k, (3.9)
4(&1 + blkl) < 1, (310)

where L; is given by (2.7). We claim that these three conditions are contra-
dictory. Indeed, from (2.8) and (3.8), we have

aq a1k1
— <L < — 3.11
bl 1 201 ) ( )

which implies that
2¢1 < biky. (312)
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Together with (3.10), we get

8(@1 + blk’l) < blk'l, (313)

which is contradictory, since all these constants are positive.
Theorem 7 in [14] also states that if

a+c < by (.Z'* + /{1) (314)
and

a1as < ble(CQ — (12) (315)

hold, E* is globally asymptotically stable. We note that (3.15) requires that
C9 > a9, which is unreasonable.

A 7 7 = =T =T
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Fig.1. The solutions (x(t),y(t)) of (1.8) with the initial conditions (0.1,1.5),
(0.6,2.8), (1.2,0.6) and (1.8,2.4) in Q will approach to E*, and E* is global-
ly asymptotically stable. Here we choose the parameter values as a1 = 2,a9 =
1,61 = 1,62 = 1,]@‘1 = 1,]-6‘2 = 1, and b1 =1.

Theorem 3.2. If (5.6) holds, then the equilibrium E* is globally asymptot-
cally stable.
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Proof. We prove this result also by Dulac’s criterion. Let

H(x,y) =4(x)r(y), >0, y>0.

where /(x) and r(y) will be determined later. Then

O(H f1) | O(Hf5)

A or T Jy

9. _ay 2By
H(m,y)[l—HS 2x (a+:c)2 b+x+

(1= k) 51+ (- 2) 20

b+ x

r(y)

Let r(y) = y®™ 2, where R will be determined later. Then

~R-2
and
H@mnﬁ+«R—1w—2x— @y

(a+ )°

H(1-0- o) 58 - o)

H(Ly){l +(R—1)§ =2z + (1 — x)xﬂ(ﬁ)

_y[baR:c T (a —gxf T3 f-xg((;:))] }

We choose £(z) = (z +a) - x~ T BB (g 4 )@=t 8R  Then ((z) satisfies

BR L_e .3 ' (x)
b+xz  (a+z) a+xl(z)

0,

and therefore

A = Hzy)l()

H(x,y){l +(R—-1)6 — 2z — a(@l;;) _ BR(1 gi)éaﬁ—x) }

12



We rewrite I(z) as follows:

1) = [rs—prU= et )]

= rofpe - L] o p

(1 —2x")(a+x") (1—x)(a+:1:)}_ 1

aix[a—ax—%(a—%x)(%—l—é—l)]

- Rﬁ[ b+ x* b+ x

- 2 {@-oforo+ CAI] - 2o - ane - o)

To make I(x) < 0 for 0 < z < 1, we shall determine R > 0 satisfying

RS . (b+1)(a—b)
7(x+a)(:c—:c )[x—i_b—i_f——i-b

for 0 < z < 1. For this purpose we introduce

(x+b)(x — a1)(x — ag)

}<<m+m@—ag@—ag<3m>

W(z) =
(x 4+ a)(x —2") [m +b+ —<b +:U£)—(|—ab— b)]
. (@ + 5 - o)
Q) = x T — oy .
(x+a)[m+b+%]
Then

(x+b)(x —aq)
(b+1)(a— b)} '
" +b
We note that 0 < ay < ay < 2* < 1. For 2 € (0, ;] U [, 2*], (3.16) holds
for any R > 0. In order to show that (3.16) holds for z € (ay, as] U (z*,1),

we choose R = %, that is, Q(ag) = 5—R If 2 € (a1, az), from (3.17)

Wi(x)=Q(z)+ (* — aa) (3.17)

(:v+a)(x—x*)[x+b—l—

and the fact that Q(z) is monotonically incheasing in (aq, 1), we have

W(a) < Q) < Qlaw) = (3.15)
If z € (z*,1), then

W(z) > Q(z) > Q(as) = ? (3.19)

13



From (3.18) and (3.19), it follows that (3.16) holds for 0 < z < 1. Thus we
complete the proof. O

Theorem 3.3. If0 < z* < & (see (3.22) for the definition of &), then the
equilibrium E* 1is globally asymptotically stable.

Proof. To prove this result, we first reduce system (2.2) to a Gause-type
predator-prey system by the following change of variable. Let

u = yl(z),

where ¢(x) will be determined later. Then

d /
Cé—? = d—%ﬁ(m)+y€(m)‘é—f

U'(z) Bu? U(x) ru?

= w0 - D73 - pram T @

We choose £(z) such that

d+x(l— x)i((j)) =0,
that is, . 5
= (=7)
Then
du o ﬁu? a — ﬁ_l(gb o
- (1-2)a+2)b+a)(z) (3“" = ><‘T ).

Hence we transform system (2.2) into the following system

g—f:x(l—x)—ﬁ%ﬁ,
du _ Bu’ (x La- 5*156)@ ) (3.20)
(1 =z)(a+z)(b+z)l(z) @
The - isocline of systems (3.20) are z = 0 and
u=h(z)=1-z)(a+x)l(zx), 0<zx<l, (3.21)

14



and its derivative is —@P(az). Therefore the prey isocline u = h(x) has
a local minimum at a; and has a local maximum at «s, respectively. Also,
lim, ,o+ h(x) = 400, and h(1) = 0, A(x) is monotonically increasing in the
interval [aq, ap], monotonically decreasing in (0, a;) U (aq, 1]. Let & € (0, ay)
such that

h(z) = h(az). (3.22)
We note that such 2 is unique. Let 0 < x* < &, then
(x —a")(h(x) —u") <0

for 0 <z <1 and x # z*, where u* = h(z*).
Construct the following Liapunov function

V(z,u) = . Q d +5
where g
Q) = 2(1~ )b+ ) / (v + 5 )
Then
— 37'6b
dv Tt —

— = —2")(h(x) —u*) <0
T 0Dt )bt i@ ™ @) —u) <0,
which implies that the equilibrium E* is globally asymptotically stable, and
we complete the proof. O

Theorem 3.4. If (5.7) holds, then system (2.2) has at least one limit cycle
(see Fig. 2).

Proof. From Theorem 2.1, all solutions of system (2.2) with positive initial
values are positive and bounded. If (3.7) holds, then the equilibrium E* is
unstable, and the result follows directly from Poincaré-Bendixson theorem.

O
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Fig.2. System (1.8) has a limit cycle in Q. The solutions (z(t),y(t)) of (1.8) with
the initial conditions (4, 17) and (4.1, 2.1) will spirally approach to this limit cycle.
Here we choose the parameter values as a1 = 10,a3 = 1,¢1 = 2,¢c0 = 0.25,k1 =
2,ks = 2, and by = 0.5.
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