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Abstract This essay concentrates on two key procedures of image mosaic——image registration and image fusion. Because of the character of geometric transformation invariance of edge points, we calculate the angle difference of the direction vector of edge points in different images  and draw an angle difference histogram to adjust the rotation problem.Through this way, algorithm based on gray information is expanded and can be used in images with displacement and rotation. In the term of image fusion, wavelet multi-scale analysis is used to fuse spliced images. In order to choose the best method of image fusion, we evaluate the results of different methods of image fusion by cross entropy.
Keywords Image mosaic; Image registration; Image fusion; Wavelet; Angle difference histogram
  
1. Introduction 

Image mosaic technology is a new kind of technology that combining multiple photographic images with overlapping fields of view to produce a segmented panorama or high-resolution image. It has a wide range of application value in photogrammetry, computer vision, remote sensing image processing, medical image analysis, computer graphics and other fields.[1]
Generally, the process includes these steps: image acquisition, image registration and image fusion. In this essay, we discuss the main steps of them mosaic: image registration and image fusion. 

Image registration is the process of transforming different sets of data into one coordinate system. Data may be multiple photographs, from different sensors, times, depths, or viewpoints.[2] Image registration algorithms can be classified into intensity-based and feature-based. Intensity-based methods compare intensity patterns(like gray value) in images via correlation metrics, while feature-based methods find correspondence between image features such as points, lines, and contours.[2] 

Image fusion is the process of combining relevant information from two or more images into a single image.[3] The image samples taken at different time have differences in light intensity. Therefore, there may be obvious gap in new image. Image fusion is to eliminate the discontinuities of light intensity or color. There are three main methods of image fusion: median filter[4], the weighted average method[5] and multi-resolution analysis[6].

At present, wavelet analysis has played an important role in image processing. It is a signal-scale analysis method, which has the characteristics of multi-resolution, can display the characteristics of the signals in the time and frequency domain. In the low frequency part, it can extract fuzzy image.[7] And in the high frequency band, it brings a lot of information of corners. Therefore, wavelet analysis has great advantages in testing singularity point, and become an important subfield of digital image processing.

In this essay, we use two images as an example, show the process of improving image mosaic algorithm based on gray value. We put forward an algorithm based on edge points and statistic information to solve the problem of image rotation. Meanwhile, we compare difference fusion methods by cross entropy (put forward by Kullback,1900), so that we can get a better fusion result. 
2.Preparation

An example (Figure 1 and Figure 2 ) is taken to show the algorithm we put forward. It is obvious that there are overlapped part in the two images, which show the possibility of image mosaic. However, as is shown by Figure 3, the result of image mosaic without any adjustment(based on information of gray value) has errors. Because there are rotation and translation between two pictures. Therefore, before image registration, it is necessary to adjust the original pictures.  

[image: image81.jpg]


[image: image1.jpg]



    Fig. 1 original image 1                         Fig. 2 original image 2
[image: image2.jpg]



Fig. 3  mosaic image

2.1  Adjustment of image rotation

The edge points are the points of image whose gray value change sharply or, more formally, has discontinuities. These points keep many information of image and have geometric transformation invariance. Therefore, it has a wide application in image segmentation, recognition, compression and restoration. 

In this essay, we take advantage of the character of geometric transformation invariance to calculate the vector angle of edge points. Then, the mode of angle difference between the corresponding points in the two images is used to substitute real rotation angle, so that we can adjust the image rotation problem.

To acquire the information of edge points, the first step is eliminating the noise. Polish function should satisfied 
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In this essay, we choose Gauss function as polish function
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It can be proofed that 
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Therefore, derivative of
[image: image9.wmf])

,

(

*

y

x

f

q

can be used to determine edge points.

Set


[image: image10.wmf]0

),

,

(

1

)

,

(

2

>

=

s

s

y

s

x

s

y

x

s

q

q


According to the definition of wavelet transformation and nature of convolution,
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The gradient of 
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where i and j represent x-axis and y-axis. 

And the gradient module is 
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In continues occasion, the direction of 
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 can be expressed by the angle  between voter direction and the positive x-axis:
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In this way, we get the voter direction of each edge points.

The specific steps are as following:

Step1: select dyadic wavelet
[image: image18.wmf])
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Step2: use discrete wavelet transform on 
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Step3: calculated modulus values 
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Step4: if 
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Step5: search the points which has maximal
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Stop6: calculate the voter angle of 
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. Get the angle collection  
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The edge points of Figure 1 and Figure 2 is as following:

[image: image30.png]



Fig. 4    the edge of Fig. 1(the left is the original image and the right is edge extraction )
[image: image31.png]



Fig. 5    the edge of Fig. 2(the left is the original image and the right is edge extraction )
Set the 962nd~1536th columns of Figure 1 as A(Figure 6) and the 1st ~575th columns of Figure 2 as B(Figure 7). (based on the registration information of Figure 3)
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          Fig. 6(the cut of original image 1)   Fig. 7(the cut of original image 2)

Set the edge points of Figure 6 and Figure 7 as
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, so the collection of angel difference of any two edge points of A and B is 
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.Therefore, we can get an angle difference histogram of angle 
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Fig. 8  the angle difference histogram
Since the overlapped area of A and B is big enough, the maximum of frequency in the histogram can be regarded as rotation angle.

From the histogram, the frequency concentrates around 7° Therefore, the rotation angel of example images is 7°.
2.2  Adjustment of displacement

Besides rotation, displacement is another obstacle of image mosaic. We use an algorithm similar with traversal to correct the displacement. The algorithm is as following:

Step.1: If Fig. 1 has upward displacement, set the difference of the gray value of the first row of Figure 2 as 
[image: image42.wmf])

,

(

1

y

x

f

A

 and the gray value of each row of Figure 1 as
[image: image43.wmf])

,

(

y

x

f

Bi

, so the gray value difference is 
[image: image44.wmf]å

-

=

D

i

Bi

A

i

y

x

f

y

x

f

|

)

,

(

)

,

(

|

1

 If Figure 1 has downward displacement, set the difference of the gray value of the last row of Figure 1 as
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Step.2 : Take I=argMin
[image: image48.wmf]i
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as the first(last) row of Figure 3

Therefore, we know that the Figure 2 has 5 rows upward displacement.

3. Image registration

As the rotation and displacement have been adjusted, the nest step of image mosaic is image registration. The image registration algorithm based on gray value is as following:

Step.1: Select a m * n rectangle Figure 1
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Step.2: Using traversal algorithm line by line. That is, select a m * n rectangle(
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Step.3:T ake (i,j)=argmin 
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Step.4: Traverse all the template in the benchmark image. Repeat Step 1-3. 

Step 5: stop

4. Image fusion

The following step of image mosaic is image fusion, which fuse the information from different resources to generate the new images.

Multi-resolution analysis plays an important role in image fusion. It simultaneously analyze the signal in time and frequency domains in the localization. The high frequency component using refine stepwise in time domain or frequency domain, so it can be focused to the object of any details. Meanwhile, it has good adaptability to edge. Therefore, Multi-resolution analysis is a good way of image fusion.[7]

4.1 Wavelet decomposition of images

Set image as
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, the wavelet decomposition is 
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where 
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is the successive approximation on the level j(j=1,2,...,J), as known as “fuzzy image”. 
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The result of wavelet decomposition of example image is as following:
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Fig. 9 the result of wavelet decomposition  

4.2  Image fusion 

Getting decomposed wavelet coefficient, there are several ways of fusion, like modulus maximum method and Mean value method

Method 1: Modulus maximum method 

Step1: Determine the decomposition level J and calculate wavelet decomposition coefficient 
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Step2: In the each level j(j=1,...,J), compare the corresponding wavelet coefficient of high frequency sub-images of the two images, and keep the coefficient with larger absolute value in the corresponding location:
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where 
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represent the wavelet coefficient of high frequency component on level j. 

Step 3: Take fused approximation coefficients
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Method 2: Mean value method

step 1: Determine the decomposition level J and calculate wavelet decomposition coefficient 
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Step 2: In the each level j(i=1,2,...,J), calculate the arithmetic mean value of the corresponding wavelet coefficient of high frequency sub-images of the two images, 
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represent the wavelet coefficient of high frequency component on level j. 
Step 3: Take fused approximation coefficients
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The result of image fusion of example image is as following:
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Fig. 10 Modulus maximum method          Fig. 11 Mean value method
4.3 Evaluation and comparison

Since it is hard to distinguish the quality of the two images, the cross entropy (put forward by Kullback,1900, for comparing the difference of image information) is introduced to make the comparison.[9]
Set the gray value of each pixel on the image is independent sample,
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 is the ratio of the number of pixels which gray value is i and the total number of pixels on the images. Therefore, the gray value distribution is
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According to the definition of cross entropy: 
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 are the gray value distribution of the two images.
The cross entropy of Figure 8 and Figure 9 is as table 1. The table shows that the mean value method has smaller value of cross entropy, so it has better result of image fusion. Then, we calculated the cross entropy of mean value method based on level 3 and level 4 wavelet fusion. Based on the result, the larger the decomposition level is, the smaller the cross entropy is and the better the fusion effect is. (All these conclusion are based on the example images. These is no proof that all images satisfy this rule.)

	Fusion method
	Modulus Maximum method（level 2）
	Mean value method
	Mean value method
	Mean value method

	
	
	（level 2）
	（level 3）
	（level 4）

	Cross entropy
	0.2118
	0.1756
	0.1502
	0.1428


Table 1

The cross entropy changed little since level 4, so we choose 4 level wavelet decomposition and mean value method to fuse the example images. The final result is as Fig. 12. 
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Fig. 12 the final result 

5. Evaluation 

This essay focuses on the image mosaic of images with rotation and displacement. There are three key points in this algorithm. Firstly, to correct the rotated images, we use the histogram to find out the angle of image rotation. The edge points of image retain many information of images and have a character of geometric transformation invariance, so the angle difference of most edge points can replace the angle difference of two images. Secondly, we use the modulus maximum method in the wavelet analysis to extract the edge points of images. Thirdly, we use the wavelet decomposition and reconstruction to fuse the image information and compared fusion effects of different fusion methods by cross entropy. 
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